
 

CS331 Fall 2024 Today Kevin's research

Finegrained complexity
lecture 26 1219

Popular conjectures

Kevisreset
Algorithmic primitives for big data science

I 1 2 conthuousalgos foundation opt SampNLA

I 1 2 trustworthy ML robustness pray fairness

key themes

Many problems had in worst case t essstructure

Where does the data come from Meats
Dataset sizes enormous only growing Mert



TrostworthyMC

Textbook setting for statistics learning

Xi
K C

x c A Acosta

I known analyst runs
density Leaningalso

Xn eg Gaussian totrammodel

predictor

Real life is harder

What if we're wrong about the data Robustness

The data is coming from humans Pr.by fa.rness

Why do we believe themodel's conclusion Interpretable

all needs to happen efficiently



Honthorst
What kind of tools are useful for modern also design

OPT Minimize structured objectives

eg Minimax stochastic optimization

Semioethite programming matrix LP

structured nonconvex problems Spratt GLM

SAMP Sample fromstructured densities

e g logconcave sampling basictractable family

structured multimodal problems

NLA numerical liner algebra primitives

e g preconditioning solving their systems regression

Sparsitator replace data w representatives



2014 Google internship Not good at it

2015 Complexity research Not good at it

2016 Genomics research Really fun I liked alsos best

2017 Genomics NLP stats research PhD rotators

2018 Approximate maxflow

2019 Nashequilibria opthat transport SDP

2020 Sampling SOTA forsome logconcave families

2021 Robust stats PCA regression clustering in neo therthe

2022 24 Pray interpretsbitty etc

I amtrying to learn more about moron ML

Algorithms are cool and come in many

flavors There are any connections

Just keep learning and enjoy



Thanksto VirginiaWilliams rites

Firegraedcomplexity It Jartise

So far Complexity theory for small data

A 100 1000 10000

time É
polite Emigh

not routine SAT

linearalgebra

wethink Vertexlove
knapsack

TSP
Fainting Maxut
HOSP

Sudoku

It's 2024 Weneed complexity theory for big data
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easy medium had

time Amarmmmmmmmmp
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NP a tool to prove problemshard

Today how to prove problems medium

Shortest path Allpas shortest paths

Maxflow Dynamicmoxflow

Longestinuresthy Subsey Longest common subsey

Closestpair in R
latestpair in Rd

Longest palindromic substrhy Editdistance

e g APSP n not
FloydWashin 62 Williams 14

Why are we so good at problems on LHS

but bad at problems on RHS

Goal in FGC webofreductions.ggy g
hooess



Populatiectures

let E O be small constant

3 SUM Given list L of s F a b cEL
St at b t c O

n Cannot be solved in time 0 1112

APSP Given graph G V E W Compute

IU x V matrix encoding all psis shortest paths

Cannot be solved in the O up

SETH F constant K S.t K SAT on

f W m clauses n Variables

Cannot be solved in the 0 2 polym

Rough intuition we care about theexportnow



BsonI
Computational geometers Gajentaan Ovemus 95

Kickofffield of FGC by reducing to 3 SUM

Example Collinearity requires an time

Input n points in R F three on a line

This proof is crazy Reduce 3SUM to colliery

Check colliery xx e4

wj.FI

É
d abt b Ct cbt b

d c b c d

a c b 3 sum



More visibility reachability

several require
motion planning ingenuitytosolve it

polygon contahment

TAPI
This is really about combinatorial matrix multiplication

Many amazing algebraic innovators

P ooh

axn nm takes the p280 Strassen

f T
multbly

n ADwxxz

Use Crazy Cancellations on huge tensors

What if we can only use more basethe techniques



Recall divideandconquet DI also for APSP

PPLS t e shortest s t
path W E 2kedges

min DP SJU l D
UEV

De CACACE D
guess the midpoint

msn.ne.io

This is the same problem as dot product

except sum min

product sum



Dpe q Dpe Dee the Colusa'D

minplus convolution

To solve APSP need to solve combinatorial math

0 login this Thus APSP conjecture

Combinatorial motmot needs an time a

Goodnews Structured matmul inversion easier

KEI
Recall 3 SAT Solvable in O 2 m time

Improvement Try 718 for one clue recuse

THE 7Th 3 0 m Tn 011913 m



So 3 SAT does not need 2 time

More general K SAT in 2nd m time

But we need tightbase will later choose n log

basebecomes exponent

Hence SETH Choose large enough K

Almost all modern reductions use SETHthru

SETH E OV
orthogonal vector

Williams 2005

OV implies FGC of So many problems

Diameter Edtdistance Local alimmat

Dynamitresthsbility Fredetdistance Stablematching

Single source mixflow LCS Closest pair



2 OV problem

let d W login sparse subset

A B C 10113 size n

FaeA be Bst at b o

Conjecture no better than I n'd possible

K OV there are k sets

A Ar As C 0113

Ja EA act Az at Ag

sit Ia Ci avi a C 0

IED
Conj needs an'd time



Obs 1 2 00 is very fundamental FGC

Obs 2 2 0023 0V2 7 k OV

Obs 3 OV 2 SETH

Suppose there's k OV in O N't

Take K SAT formula I n variables

m clauses

Create An AK C 0113

XE 0113 x I x2 1 I xx
MK Mk MK

blocks

A index by N 2 assignmentsto ith block

Faster SAT in time N
Ket 2nd

K OV violates SETH


